
DMS: Diffusion-Based Multi-Baseline Stereo Generation for Improving Self-Supervised Depth Estimation
Zihua Liu1, Yizhou Li2, Songyan Zhang3 and Masatoshi Okutomi1

1.Institute of Science Tokyo  2. Sony Semiconductor Solutions Group 3.Nanyang Technological University

At inference stage, extend the baseline by prompting: left + ‘to left’ → left-left, right + ‘to right’ → right-right.
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DMS: Diffusion-Based Multi-Baseline Stereo Generation Experimental Results

Stage 1: Start from 
given views, using 
diffusion model to  
generated multi-baseline 
images.

Stage 2: Use multi-
baseline images to  
provide extra geometry 
clues to assist the self-
supervised depth 
estimation.

• Two-Stage Training Pipeline.

In self-supervised depth estimation, the photometric warping loss is 
bounded by the two-views information, yielding only limited gains 
in occluded and out-of-view regions.

• Training Phase of the DMS • Inference Phase of the DMS

• Finetune Stable Diffusion to produce
the missing stereo view from a reference 
image, either left→right or right→left.

• Guide the model with directional
prompts—‘to left’ or ‘to right’—to indicate 
view offsets

• At inference stage, extend the baseline by prompting: 
left + ‘to left’ → left-left, right + ‘to right’ → right-
right.
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Intermediate View Approximation with Scaling Operations

• Multi-Baseline Stereo Images Generation.

Left-Left

Left

Center

Right

Right-Right

* The white line 
marking the 
same horizontal 
position.

• Improving Self-Supervised Stereo Matching

• Improving Self-Supervised Monocular Depth Estimation

We observe that scaling the reference view makes the view shift inversely proportional to the 
original baseline (d′≈d/scale), enabling an approximate estimate of intermediate views


