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ABSTRACT

A one-shot multispectral imaging system using a multispec-
tral filter array (MSFA) provides a practical solution for com-
pact, low-cost, and real-time multispectral imaging. How-
ever, multispectral demosaicking is a challenging problem be-
cause each spectral band is significantly undersampled in the
MSFA. In this paper, we propose a novel demosaicking algo-
rithm for the MSFA proposed in [1, 2]. Main contributions
of this paper are (i) we utilize multispectral correlations for
generating a guide image, which is effectively used for inter-
polation preserving image structures, and (ii) we effectively
use residual interpolation (RI) [3] for generating the guide
image and interpolating each spectral band. Experimental re-
sults demonstrate that our proposed algorithm significantly
outperforms existing state-of-the-art algorithms.

Index Terms— Demosaicking, interpolation, multispec-
tral filter array, multispectral imaging, spectral correlation.

1. INTRODUCTION
Multispectral imaging with more than three spectral bands
can offer accurate spectral information of a captured scene.
This spectral information is very useful for a wide field of
computer vision and image processing applications such as
relighting [4, 5] and segmentation in the spectral domain [6].

In the past few decades, many multispectral imaging sys-
tems have been proposed (e.g., [4–9]). However, in practi-
cal use, these systems still have limitations in terms of size,
cost, and real-time imaging due to the requirement of multi-
ple cameras [7], multiple shots [8], a high-speed lighting sys-
tem [4,5], or a special optical element such as a prism [6] and
a diffraction grating [9].

One practical solution for compact, low-cost and real-time
multispectral imaging is an extension of a commonly used
color filter array (CFA) to a multispectral filter array (MSFA),
in which more than three spectral bands are subsampled [1,
2, 10–15]. However, multispectral demosaicking, which is
an interpolation process of the subsampled spectral bands,
is a challenging problem because each spectral band is sig-
nificantly undersampled in the MSFA due to the increasing
number of spectral bands. Although many sophisticated de-
mosaicking algorithms have been proposed [16, 17] for the

most popular Bayer CFA [18], only a few algorithms have ad-
dressed the multispectral demosaicking problem [1,2,11,12].

In this paper, we propose a novel multispectral demo-
saicking algorithm for the MSFA recently proposed in [1, 2].
We improve the previous algorithms [1, 2] in the following
two points: (i) We propose a novel guide image generation al-
gorithm utilizing multispectral correlations. (ii) We use resid-
ual interpolation (RI) [3] for generating the guide image and
interpolating each subsampled spectral band. Experimental
results demonstrate that our proposed algorithm significantly
outperforms existing state-of-the-art algorithms.

2. PROPOSED ALGORITHM

2.1. Overview
Fig. 1 (a) and (b) show the five band MSFA and its schematic
spectral sensitivities recently proposed in [1, 2]. Fig. 1 (c)
shows the overall flow of our proposed demosaicking algo-
rithm. We first subsample the MSFA RAW data into the five
bands, which are referred to as subsampled R, Or, G, Cy, and
B band data respectively.

Then, we follow the previous framework [1, 2] and inter-
polate the subsampled G band data to generate the guide G
image, which is effectively used for the following interpola-
tion as a reference to exploit image structures. The key of
this framework is to generate an effective guide image which
preserves edges and textures. This is the reason why the G
band has the sampling density as high as the Bayer CFA, from
which the guide image is generated.

In the previous algorithms [1,2], the missing guide G pixel
values are interpolated by a weighted average of only sub-
sampled G band data. However, many of existing Bayer de-
mosaicking algorithms have proved the effectiveness of the
interpolation in a color difference domain assuming an inter-
band spectral correlation [16,17]. Recently, we also proposed
more powerful residual interpolation (RI) [3], which performs
the interpolation in a residual domain rather than the color dif-
ference domain. Based on this fact, we utilize the RI for guide
generation (GG) assuming multispectral correlations. For ex-
ample, the guide G pixel values at R pixels are interpolated
in the residual domain assuming the spectral correlation be-
tween the G band and the R band (GG at R in Fig. 1). The
spectral correlations between the G band and the other bands
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Fig. 1. (a) MSFA, (b) schematic spectral sensitivities of each spectral band, and (c) overall flow of our proposed algorithm.

are similarly used. The interpolated G pixel values at all pix-
els are merged to compose the guide G image.

Finally, we interpolate each subsampled five band data by
guided upsampling using the generated guide G image. For
this upsampling, we utilize the RI again, which can improve
the performance compared to the joint bilateral filter [19] and
the guided filter (GF) [20] previously used in [1, 2].

2.2. Guide image generation
In this subsection, we describe the detail of the GG using mul-
tispectral correlations and the RI [3]. Fig. 2 shows the GG at
the R pixels in Fig. 1 using the spectral correlation between
the G band and the R band.

The GG at the R pixels consists of the following four
steps: (i) Horizontal and vertical interpolations are applied
to the sabsampled G and R band data to generate horizontally
and vertically interpolated G and R band data. We utilize the
RI in this step. (ii) Horizontal and vertical color differences
(G-R) are calculated. (iii) The horizontal and vertical color
differences are smoothed and combined into the final color
difference estimates at the R pixels. (iv) The G pixel values
at the R pixels are interpolated by adding the subsampled R
band data to the final color difference estimates. We describe
the details of each step in the following.

Fig. 3 shows the horizontal interpolation of the sabsam-
pled R band data by the RI in the step (i). In the horizontal

RI of the sabsampled R band data, horizontal linear interpola-
tion is first applied to the subsmpled G band data at the rows
that exist R pixels (R rows in Fig. 2) as: ĜH

i,j = (Gi,j−1 +
Gi,j+1)/2, where i, j represents an interpolated pixel index.
The key of the RI is to generate tentative estimates ŘH of
R pixel values and calculate residuals (R− ŘH), instead of
color differences. This residual transformation makes the in-
terpolation process more precise than the standard color dif-
ference transformation. The tentative estimates are estimated
by guided upsampling using the horizontally interpolated ĜH

as a guide. We simply use the GF [20] for the guided upsam-
pling. After the tentative estimates generation, residuals are
calculated and the horizontal linear interpolation of the resid-
uals is performed. Finally, the tentative estimates are added to
the interpolated residuals to obtain horizontally interpolated
R band data R̃H . The horizontal RI of the subsampled G and
the vertical RI of the subsampled R and G are similarly per-
formed.

In the step (ii), horizontal and vertical color differences
are calculate as:

∆̃H
g,r(i, j) =

{
G̃H

i,j −Ri,j , G is interpolated

Gi,j − R̃H
i,j . R is interpolated

∆̃V
g,r(i, j) =

{
G̃V

i,j −Ri,j , G is interpolated

Gi,j − R̃V
i,j . R is interpolated

(1)
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Fig. 2. Flowchart of the GG at the R pixels. The GG at the other pixels is similarly performed.
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Fig. 3. Flowchart of the horizontal RI of the subsampled R band data in Fig. 2. The horizontal RI of G, the vertical RI of R,
and the vertical RI of G are similarly performed.

Then, in the step (iii), the horizontal and vertical color
differences are smoothed and combined as:

∆̃g,r(i, j) = {ωN ∗ fNE ∗ ∆̃V
g,r(i− 3 : i, j)+

ωS ∗ fSW ∗ ∆̃V
g,r(i : i+ 3, j)+

ωE ∗ ∆̃H
g,r(i, j − 3 : j) ∗ fT

NE+

ωW ∗ ∆̃H
g,r(i, j : j + 3) ∗ fT

SW }/ωT ,

(2)

where ωT = ωN + ωS + ωE + ωW ,

fNE = [0.01, 0.08, 0.35, 0.56],

fSW = [0.56, 0.35, 0.08, 0.01],

(3)

fNE , and fSW are Gaussian weighted averaging filters. We
empirically used 1 for the standard deviation of the Gaussian
weight. The weights for each direction (ωN , ωS , ωE , ωW )
are calculated using color difference gradients of all spectral
bands in the horizontal and vertical directions as:

ωN = 1/

 i∑
a=i−3

j+2∑
b=j−2

DV
a,b

2

, ωS = 1/

i+3∑
a=i

j+2∑
b=j−2

DV
a,b

2

,

ωE = 1/

 i+2∑
a=i−2

j+3∑
b=j

DH
a,b

2

, ωW = 1/

 i+2∑
a=i−2

j∑
b=j−3

DH
a,b

2

,

(4)

where the directional color difference gradients are calculated

as:

DH
i,j =

∑
c∈{r,or,cy,b}

∥∆̃H
g,c(i, j − 1)− ∆̃H

g,c(i, j + 1)∥,

DV
i,j =

∑
c∈{r,or,cy,b}

∥∆̃V
g,c(i− 1, j)− ∆̃V

g,c(i+ 1, j)∥.
(5)

Finally, in the step (iv), we obtain the G pixel values at the
R pixels by adding the subsampled R band data as:

G̃i,j = ∆̃g,r(i, j) +Ri,j . (6)

The G pixel values at the other pixels are similarly calcu-
lated and all G pixel values are merged to compose the full
guide G image.

2.3. Interpolation of each subsampled spectral band
After generating the guide G image, we interpolate each sub-
sampled band data by the guided upsampling to obtain inter-
polated five band images. We utilize the RI [3] again for the
guided upsampling. The RI is performed similarly to Fig. 3.
The differences are that the tentative estimates are calculated
from full guide G image and the bilinear interpolation, instead
of the horizontal interpolation, is performed for the interpola-
tion of residuals.
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Fig. 5. Visual comparison of sRGB images. The lower half of the image shows the color difference (CIEDE2000 [23]) map,
where brighter values represent larger colorimetric errors.

Table 1. The average PSNR and CIEDE2000 [23] of all 16 scenes in the dataset.

Algorithms
PSNR

CIEDE2000
R Or G Cy B sR sG sB

3band
GBTF [21] - - - - - 29.52 39.44 35.53 4.00
LPA [22] - - - - - 30.39 41.24 36.71 3.68

5band

BTES [11] 49.38 45.00 48.60 42.78 44.93 34.46 42.95 36.36 2.91
AKU [1] 52.19 47.80 48.78 45.38 48.06 38.14 44.20 39.53 2.34
GF [2] 53.12 51.06 49.61 47.94 48.89 40.75 45.73 40.51 2.06

Proposed 54.93 52.31 51.08 49.42 49.86 42.49 47.19 41.26 1.88

3. EXPERIMENTAL RESULTS
In experiments, we used five band image dataset (16 scenes)
used in [1, 2] as a aground-truth and compared our proposed
algorithm with BTES [11], AKU [1], GF [2], GBTF [21], and
LPA [22] algorithms. The image size is 1824×1368. The
BTES, AKU, and GF are multispectral demosaicking algo-
rithms, while the GBTF and LPA are current state-of-the-art
Bayer demosaicking algorithms. For the GBTF and LPA al-
gorithms, the Bayer CFA RAW data was simulated and demo-
saicked using only R, G, and B bands among the five bands.
To compare the five band multispectral imaging with the typ-
ical three band RGB imaging in the sRGB domain, we per-
formed spectral reflectance estimation [24] from the demo-
saicked five band and RGB images respectively, then we con-
verted the reflectances to sRGB images. We used sRGB im-
ages converted from the ground-truth five band images as
ground-truth sRGB images.

Fig. 4 shows the visual comparison of Or band images
generated using the multispectarl demosaicking algorithms.
In Fig. 4, our proposed algorithm can sharply generate the

image without severe zipper artifacts appeared in the GF al-
gorithm. Fig. 5 shows the visual comparison of sRGB images
generated using the Bayer and our proposed demosaicking al-
gorithms. The lower half of the image shows the color differ-
ence (CIEDE2000 [23]) map, where brighter values represent
larger colorimetric errors. In Fig. 5, our proposed algorithm
can accurately reproduce the red color of the toy. Table 1
shows the average PSNR and CIEDE2000 of all 16 scenes in
the dataset. In Table 1, our proposed algorithm outperforms
existing algorithms in both PSNR and CIEDE2000.

4. CONCLUSION
In this paper, we proposed a novel multispectral demosaick-
ing algorithm. We utilize multispectral correlations and
recently proposed RI for generating an effective guide G
image, which is used to interpolate the subsampled spectral
data by the framework of guided upsampling. We also utilize
the RI as guided upsampling algorithm. Experimental results
demonstrate that our proposed algorithm outperforms exist-
ing algorithms in both visual and quantitative comparisons.
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